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Disclaimer 
 

Direct, incidental, consequential, indirect, or punitive damages arising out of your access to, or use of, the site 

and articles within. Without limiting the foregoing, everything on the site is provided to you 'AS IS' WITHOUT 

WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE 

IMPLIED WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR NON 

INFRINGEMENT. 

 

"Please note that some jurisdictions may not allow the exclusion of implied warranties, so some of the above 

exclusions may not apply to you. Check your local laws for any restrictions or limitations regarding the exclusion 

of implied warranties." 

 

  



TSM Studio Server Alerting 

 
 

TSM Studio Server provides two kinds of alerting. The Activity Log monitor 

and more specialized alerts looking for known issues that can occur on a TSM 

Server.  When Activity Log monitoring is enabled a TSM Admin CLI session will be 

opened in “Console Mode” for each TSM Server defined to TSM Studio Server. These 

background Admin CLI programs will stay active until each TSM Studio Server is 

shutdown or Activity Log Monitoring is disabled. The output from these sessions is 

fed into TSM Studio Server in real-time so that Alerts will be generated as the event 

occurs.   

 

  



Activity Log Monitor Alerting 
 

When Activity Log Monitor Alerts are enabled it is possible to consolidate all 

the console messages from all TSM Servers defined to TSM Studio Server into a 

single view. These messages can be filtered to just show messages that are 

significant to your environment; additionally these messages can be published via a 

number of methods including email to selected recipients. 

To enable Activity Log Monitor Alerts select ConfigurationAlertsActivity 

Log Monitor 

 

 

 Enable Alerts (Heading will displayed that Activity Log Monitor Alerts are 

Enabled ) 

 Disable Alerts ( Heading will displayed that Activity Log Monitor are Disabled ) 

 Alert Settings 

  Alert Notification Settings  

  Clear Alerts Database 



                  Activity Log Alert Filters 
 

Activity Log Filers can be added to choose which messages will be searched 

for in the activity log. The Exclude Filter overrides any filter set in the Include Filter.  

Use the Toolbar located in each section of the Filters to 

add\edit\delete\enable\disable filters. Only enabled filters will be applied to Activity 

Log messages 

 

 

 

To Add Alerts to be included use the  button in the Include Tab 

 

 

Type:  Filter by Message Number of Message Text 

Search Type: How the Message Number or Message Text will be filtered 

String: The string to filter on 

Alarm State: If the filtered string is found this is the Alarm State that will be 

displayed 

 

 



Setting up Activity Log Notification 

 

 

There are four notification methods available in TSM Studio Server. Sending of the 

Alert via Email, Logging the Alert to the Windows Application Event Log, running of a 

script when the alert occurs and sending the alert via SNMP to a SNMP destination.  

 

To define Email Alerts select the Email Enabled checkbox 

 

 

Setup the Email Details for the different Alarm States ( Warning, Alarm and Critical ). 

The Message can be left blank and will be auto filled by TSM Studio 

 



Note:  Make sure you have configured your Console Alerts Filter correctly or you 

could receive hundreds of emails 

A Number of substitution string are available in the subject and body of the email. 

See the online help for more details 

 

Activity Log Monitor Settings 
 

 

 

Activity Log Alerts are stored in the TSM Studio Server database and will remain 

there until either cleared from the Alerts console or for the time period specified in 

the Activity Log Settings dialog. 

 

  



TSM Studio Server Alerting 
 

TSM Studio Server provides two different Alert modules. The first is alerts 

specifically coded for TSM Server events such as Database Utilization, Scratch Tapes, 

etc.  The second is the activity log monitor which can be setup to alert when certain 

messages or message numbers appear in the activity log. 

 

Firstly we will discuss the TSM Alerts of which at version 2.8.3.0 there are 46 

defined. Each of these will be listed in the following pages. These types of alerts are 

grouped into three different types.  

The first type is multi-state alerts, a multi-state alert can have multiple 

states, for example a Database Utilization alert can have a state from 0-100%.  

The second type is single-state, a single state alert has one state such as 

a failed migration job which has one state which is failed  (there may be some 

argument here that it should be two-states as it could be failed or successful, but for 

the purposes of a trigger, the alert will only be triggered when in the failed state).  

And the third type is dual-state where the alert can be either failed or ok 

such as a TSM Server heartbeat which is either alive or dead. 

Multi-State Alerts can be configured to generate one of three Alert-States, 

Warning, Alarm or Critical.  This value is set based on the value of the state, i.e. for 

Database Utilization,  

 

( Greater than 85% then Warn, Greater than 90 then Alarm, Greater than 

95% then generate a critical alert )  

 

 

 



For Dual State Alerts can be configured to generate one of three Alert-States, 

Warning, Alarm or Critical. The value is set based on how long the alert is in the 

failed stated 

 

 

Single State Alerts only have the option to set one state when the event is triggered 

 

 

  

  



Viewing Alerts in the Alerts Console 
 

All generated Alert Events can be seen in the TSM Studio Alerts Console 

 

The Alerts Console can be colour coded to for the different types of Alert States 

 

 

Alerts can be Filtered and Sorted as required, additionally right clicking on the event 

and selecting Related Data, if that particular event has related data then it will be 

displayed. For example here is the related data for the Last Database Backup 

threshold exceeded 

 



Also for Alerts that retrieve their data from the Summary Table, which is 

noted in the Alert Descriptions section of this document, the process or session log 

data can also be retrieved.  



Alerts 
 

ACSAPI – VOLUME NOT IN LIBRARY 

ACSLS Error when a volume is not found 

Single State 

None 

Activity Log 

 

Admin Session Count 

Count of Admin Sessions 

Multi Stat 

Currently Active Sessions 

Query Session 

 

Check for Failed Client Schedules - By Domain and Node Name 

Checks for Failed Client Schedules, Re-triggered only when the state changes 

for the node in the given domain  

Dual State 

Node Details 

Query Event 

 

Check for Failed Client Schedules - By Scheduled Start 

Check for Failed Client Schedules, Will be triggered each time the schedule fails 

Dual State 

Node Details 

Query Event 

 

Check for Library Volumes Changed to Private and not in Volumes 

Check for volumes that are not in the Volumes Table but have a status of 

private in the Library Volumes table.   

Dual State 

Library Volume Details 

Library Volumes Table and Volumes Table 

 

Check for Locked Administrators 

Checks for Administrators in a locked status 

Dual State 

Administrator details 

Query Admins 

 



Check for Locked Nodes 

Checks for Nodes in a locked status 

Dual State 

Node Details 

Query Nodes 

 

Check for Missed Client Schedules - By Domain and Node Name 

Checks for Missed Client Schedules, Re-triggered only when the state changes 

for the node in the given domain  

Dual State 

Node Details 

Query Event 

 

Check for Missed Client Schedules - By Scheduled Start 

Check for Missed Client Schedules, Will be triggered each time the schedule 

fails 

Dual State 

Node Details 

Query Event 

 

Client Nodes Not Associated To Schedule 

Checks for Nodes not associated with Any Schedules 

Dual State 

Node Details 

Query Association and Query Node 

 

Client Nodes Not Communicating with TSM 

Checks for Nodes that have not communicated with TSM for the selected 

period of time 

Multi State 

Node Details 

Query Node 

 

Client Nodes Not in Collocation Group 

Nodes that do not belong to a Collocation Group 

Dual State 

Node Details 

Colloc and Colloc_member tables 

 

 

 



Database Buffer Hit Ratio 

Database Buffer Hit Ratio 

Multi State 

Database 

Query DB 

 

Database Cache Hit Percentage 

Measures Database Cache Hit Percentage 

Multi State 

Database Info 

Query DB 

 

Database Utilization 

Measure Database Utilization 

Multi State 

Database Info 

Query DB 

 

Drives Unavailable 

Check if there are any drives unavailable 

Dual State 

Drive Information 

Query DRIVE 

 

External Media Management - Drive Error 

External Library – Drive Error Message 

Single State 

None 

Activity Log 

 

External Media Management - Library Error 

External Library – Library Error Message 

Single State 

None 

Activity Log 

 

External Media Management – Timed Out 

External Library – Timed Out 

Single State 

None 

Activity Log 



External Library – Volume Unavailable 

External Library – Volume Unavailable 

Single State 

None 

Activity Log 

 

Failed Admin Jobs 

Triggered when any admin jobs failed 

Single State 

Job Details 

Summary Table 

 

Failed Archive Job 

Triggered when an Archive job fails 

Single State 

Job Details 

Summary Table 

 

Failed Backup Job 

Triggered when a Backup job fails 

Single State 

Job Details 

Summary Table 

 

Failed Expiration Jobs 

Triggered when a Expiration Job Failed 

Single State 

Job Details 

Summary Table 

 

Failed Full Database Backup 

Triggered when Full Database Backup Fails 

Single State 

Job Details 

Summary 

 

Failed Incremental Database Backup 

Triggered when an Incremental Database Backup failes 

Single State 

Job Details 

Summary Table 



Failed Migration Jobs 

Trigged when a migration job fails 

Single State 

Job Details 

Summary Table 

 

Failed Moved Data Job 

Triggered when a Move Data job fails 

Single State 

Job Details 

Summary Table 

 

Failed NAS Backup Job 

Triggered when a NAS Backup job fails 

Single State 

Job Details 

Summary Table 

 

Failed Offsite Reclamation 

Triggered when an Offsite Reclamation job failed 

Single State 

Job Details 

Summary Table 

 

Failed Reclamation Jobs 

Triggered when a Reclamation Job Fails 

Single State 

Job Details 

Summary Table 

 

Failed Restore Job 

Triggered when a Restore Job Fails 

Single State 

Job Details 

Summary Table 

 

Failed Retrieve Job 

Triggered when a Retrieve Job Fails 

Single State 

Job Details 

Summary Table 



Failed Storage Pool Backup Job 

Triggered when a Storage Pool Backup Job Fails 

Single State 

Job Details 

Summary Table 

 

Last Database Backup 

Check when the Last Database backup was run 

Multi State  ( Hours since last run ) 

Database Details 

Query DB 

 

Last Database Reorg 

Check when the Last Database Reorg was run 

Multi State ( Hours since last run ) 

Database Details 

Query DB 

 

Log Utilization 

Check the Log Utilization 

Multi State 

Log Details 

Query LOG 

 

Long Running Node Sessions 

Checks for Session that have been running for a set amount of time. This alert 

checks on each pool if the process has been running for a given number of 

polls. i.e. If the Polling Interval is 1 Hour then a value of 8 mean trigger if the 

session has been running longer than 8 hours. 

Dual State 

Session Details 

Query SESSION 

 

Long Running Processes 

Checks for Long Running Processes. This alert checks on each pool if the 

process has been running for a given number of polls. i.e. If the Polling Interval 

is 1 Hour then a value of 8 mean trigger if the process has been running longer 

than 8 hours. 

Dual State 

Process Details 

Query Process 

 



Node Session Count 

Check for the Number of Node Sessions 

Multi State 

Session Details 

Query SESSION 

 

Offline Volumes 

Check for Volumes in an offsite state 

Dual State 

Volume Details 

Volume Table 

 

Primary Sequential Storage Pool Utilization 

Check the Utilization of Primary Sequential Storage Pools 

Multi State 

Storage Pool Details 

QUERY STGPOOL 

 

Process Count 

Checks the Number of Running Processes 

Multi State 

Process Details 

Query Process 

 

Refused Admins 

Check for Admin Accounts that have been refused access 

Single State 

Admin Details 

Activity Log 

 

Refused Nodes 

Check for Nodes that have been refused access 

Single State 

Node Details 

Activity Log 

 

Scratch Tape Count Pee Library 

Check the amount of scratch tapes in a given library 

Multi State 

Library Details 

Query Libv 



 

Storage Pool Utilization Active Data 

Checks the utilization of the Active Data Pool 

Multi State 

Storage Pool Details 

Query Stgpool 

 

Storage Pool Utilization Copy Sequential 

Checks the utilization of the Copy Sequential Storage Pool 

Multi State 

Storage Pool Details 

Query Stgpool 

 

Storage Pool Utilization Primary Random (DiskPool) 

Checks the utilization of the Primary Random Storage Pool ( Commonly known 

as the Diskpool or backup pool) 

Multi State 

Storage Pool Details 

Query Stgpool 

 

TSM Server Heartbeat 

Check for a non-communicating TSM Server 

Dual State 

None 

Query Status 

 

TSM Server Not Responsive 

Check for a TSM Server in a hung state. This is done by running a Query Status 

command and waiting for a given time for a response. The time can be changed 

using the settings button from the TSM Studio Server Alerts dialog. 

Dual State 

None 

Query Status 

 

Volumes changed to Readonly 

Check for Volumes in a READONLY state 

Dual State 

Volume Details 

Volume Table 

 

 



Volumes change to Unavailable 

Checks for Volumes in an unavailable state 

Dual State 

Volume Details 

Volume Table 
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